Substrate influence in electron–phonon coupling measurements in thin Au films
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Abstract

Accurate understanding and measurement of the energy transfer mechanisms during thermal nonequilibrium between electrons and the surrounding material systems is critical for a wide array of applications. With device dimensions decreasing to sizes on the order of the thermal penetration depth, the equilibration of the electrons could be effected by boundary effects in addition to electron–phonon coupling. In this study, the rate of electron equilibration in 20 nm thick Au films is measured with the Transient ThermoReflectance (TTR) technique. At very large incident laser fluences which result in very high electron temperatures, the electron–phonon coupling factors determined from TTR measurements deduced using traditional models are almost an order of magnitude greater than predicted from theory. By taking excess electron energy loss via electron-substrate transport into account with a proposed three temperature model, TTR electron–phonon coupling factor measurements are more in line with theory, indicating that in highly nonequilibrium situations, the high temperature electron system looses substantial energy to the substrate in addition to that transferred to the film lattice through coupling.

# 2007 Elsevier B.V. All rights reserved.

PACS : 79.20.Ds; 73.50.–h; 73.61.–r; 72.10.Di; 66.70.+f; 73.63.Bd; 65.80.+n

Keywords: Electron–phonon coupling; Two temperature model; Thin films; Ultrashort pulsed laser heating; Nonequilibrium

1. Introduction

The occurrence of electron–phonon nonequilibrium in metal films is an important consideration in many pulsed laser applications. In material manufacturing applications such as ablation and laser processing of metals, knowledge of the electron–phonon coupling is critical for accurate modeling [1,2]. This nonequilibrium must be considered in the mirrors and highly reflective surfaces that comprise pulsed laser systems; electron nonequilibrium at rear mirror surfaces could lead to more rapid degradation and warping of mirror contacts due to thermal processes [3,4]. The need to understand nonequilibrium electron–phonon processes extends even to high frequency solid state devices [5]. As the operating frequencies of these devices increase and characteristic sizes decrease, the electric field generated from the gate potentials can reach levels high enough to impart enough force on the electron system to throw it out of equilibrium with the lattice. The need to understand and measure the electron–phonon relaxation in materials typical in these devices is critical for the advancement of engineering and design of solid state technology. Nonequilibrium electron processes, such as electron–phonon relaxation, are most efficiently observed with pulsed laser measurement techniques.

Electron–phonon nonequilibrium resulting from pulsed laser heating can be divided into three characteristic time intervals [6,7]. The earliest of the time intervals, the duration of which is called the relaxation time, $t_{ee}$, is typically on the order of 10–100 fs for metals [8]. This time represents the time it takes for the excited electrons to relax into a Fermi distribution. The need to understand nonequilibrium electron–phonon processes during this time interval. Ballistic transport of the electrons also occurs over this time and the depth to which the electrons ballistically travel is significantly larger than the optical penetration depth in s- and p-band metals [6,9]. Once equilibrium is achieved within the electron system, the higher temperature electrons transmit energy to the lattice...
through e–p scattering processes as the electrons conduct energy deeper into the film away from the optically excited region [10,11]. The e–p interactions eventually lead to the two subsystems reaching an equilibrium temperature within a time determined by the specific heats of the systems and the electron–phonon coupling factor [12]. This thermalization time, \( \tau_{ep} \), is dependent upon the carrier density in the penetration depth of the laser, which is substrate dependent [10]. Thermalization time is typically on the order of one picosecond for metals, and is inversely related to the electron–phonon coupling factor [13]. Once e–p equilibrium is achieved, thermal transport is accurately given by Fourier’s law as the thermal energy is transmitted deeper into the film at a rate proportional to the thermal conductivity of the material.

This e–p equilibration in Au films has been extensively studied [4,6,14–16]. Smith and Norris studied electron–phonon coupling in Au films at electron energies far below the Interband Transition Threshold (ITT); i.e. only electrons undergoing intraband transitions participate in electron–phonon energy transfer [14]. Hohlfeld et al. studied electron–phonon coupling in Au films of various thicknesses, with various fluences, using energies at and around the ITT, and measured the same rate of electron–phonon coupling as Smith and Norris—\( 2.2 \times 10^{16} \) W m\(^{-3} \) K\(^{-1} \) [6]. This work also showed that in Au films ballistic electron transport can extend over 100 nm from the sample surface (defining a thermal penetration depth), creating homogeneously heated films in which cooling is dominated by e–p coupling [6]. In thicker films, the cooling from the optically excited region is complicated by both e–p coupling and diffuse electron transport into deeper regions of the film beyond the reach of ballistic transport.

The aim of this paper is to investigate substrate interference in e–p coupling measurements in 20 nm thick gold films. Electron–phonon coupling measurements on homogeneously heated Au films in the current study are shown to be, in some cases, almost an order of magnitude higher than the accepted rate of electron–phonon coupling in Au. This discrepancy is observed in high temperature s-band electrons undergoing intra-conduction-band transitions. This discrepancy, however, diminishes when the increased energy loss of the electron system around the film/substrate boundary is taken into account in the calculations.

2. Experimental description

The rate of electron–phonon equilibration in 20 nm Au films on Si and glass (predominantly SiO\(_2\)) substrates was tested with the Transient ThermoReflectance (TTR) technique. The TTR technique employs an ultrashort pump pulse that is focused to a small spot on the surface of the metallic film that, upon absorption of the incident photons by the electrons in the metal, creates a temperature rise in the electrons of the film. This change in temperature of the film produces a proportional change in the optical reflectivity, which is dependent on the magnitude of the electron temperature and the specific electronic transitions excited during the heating event [14,17,18]. The change in the reflectivity is measured with a time-delayed probe pulse which is focused onto the film so as to overlap spatially with the pump pulse. The primary output of the laser systems utilized in this work emanates from a Coherent RegA 9000 amplifier (seeded with a Coherent MIRA 900 oscillator) operating at a 250 kHz repetition rate with about 4 \( \mu \)J per pulse and a 150 fs pulse width at 800 nm (1.55 eV, which is below the 2.15 eV ITT for Au indicating that intraband transitions will dominate thermal transport). The 800 nm pulses were split at a 9:1 pump to probe ratio. The pump beam, modulated at 125 kHz, was focused down to a 100 \( \mu \)m radius spot size to achieve a maximum of 15 Jm\(^{-2} \) fluence. The probe beam was focused to the middle of the pump beam on the Au surface to achieve a pump to probe fluence ratio of 30:1 at the maximum pump fluence. The radii of the pump and probe beams were measured with a sweeping knife edge and the phase of the reflectance was used for data correction, as outlined in the references [19].

Phase corrected TTR data for the Au/glass film taken at 1.0 and 15 Jm\(^{-2} \) incident laser fluence are shown in Fig. 1. These data are normalized at the peak reflectance to show the difference in cooling profiles of the electron systems during the first few picoseconds after laser heating. The initial time \( t_0 \) is defined at time of peak reflectance.

![Fig. 1. Phase corrected TTR data on a 20 nm Au/glass sample taken at two laser fluences. The data is normalized at the peak reflectance to show the difference in cooling profiles of the electron systems during the first few picoseconds after laser heating. The initial time \( t_0 \) is defined at time of peak reflectance.](image-url)
the electrons and phonons in a metallic film:

\[ C_e(T_e) \frac{\partial T_e}{\partial t} = \frac{\partial}{\partial x} \left( k_{\text{eff}}(T_e, T_l) \frac{\partial T_e}{\partial x} \right) - G(T_e - T_l) + S(x, t), \]

(1)

\[ C_l \frac{\partial T_l}{\partial t} = G(T_e - T_l). \]

(2)

where \( C_e \) is the temperature dependent electronic heat capacity defined as a product of the Sommerfeld constant and the electron temperature, \( C_e = \gamma T_e \) [21], \( G \) is the electron–phonon coupling factor [15], \( S(x, t) \) is the laser source term which describes the radiation energy absorbed by the electron system [12], \( k_{\text{eff}}(T_e, T_l) \) is the effective electron thermal conductivity that accounts for e–e and e–p scattering [22], and \( C_l \) is the lattice heat capacity taken at 300 K [23], which is assumed to be temperature independent due to minimal lattice heating during the first few picoseconds of laser heating. The energy transport processes modeled by the TTM can be assumed one dimensional when the heated area is much greater than the film thickness.

Since the Au films in this study are thinner than the thermal penetration depth (~100 nm), they are assumed to be homogenously heated after \( t_{ee} \), meaning the electron temperature difference between the front and rear surfaces of the film can be assumed negligible \( (\partial T_e/\partial x = 0) \) [6]. Therefore, Eq. (1) is simplified to:

\[ C_e(T_e) \frac{\partial T_e}{\partial t} = -G(T_e - T_l) + S(t), \]

(3)

where the source term is now simplified from its traditional form [12] to:

\[ S(t) = \frac{0.94(1 - R)F}{t_{pd}} \exp \left[ -2.77 \left( \frac{t - 2t_e}{t_p} \right)^2 \right], \]

(4)

where the fluence \( F \) and pulse width \( t_p \) are incident laser pulse properties, the reflectivity \( R \) is a thickness and substrate dependent material property [24], and an appropriate choice of the film thickness \( d \) ensures that all the incident laser energy is absorbed in the electron system. Using the film thickness \( d \) as the characteristic length in which the incident flux is absorbed in the film also assumes that some degree of ballistic transport will be blocked (assuming \( d < \) ballistic range) and reflection at the film/substrate boundary results in a higher energy density within the film [6]. This calculation assumes total reflection of the electron energy back into the depth of the film with spatial homogeneity.

Eqs. (2) and (3) are coupled ordinary differential equations describing the electron and lattice temperatures and they are solved numerically to generate electron and lattice temperature profiles. These profiles are then fit to reflectance data using the fitting procedure and nonlinear intraband reflectance model derived by Smith and Norris [14]. The model is fit to the first 2.0 ps of data after the transient peak to attain the minimum error. This corresponds to the time when the majority of the e–p coupling occurs, however, excellent agreement between the model and the data is observed for several picoseconds after the peak. The best fit \( G \) is obtained at the minimum error between the data and the fit, typically less than 1% in this study.

Fig. 2 shows the TTM with the best fit values for \( G \) as determined from TTR data taken at both 1.0 and 15 J m\(^{-2}\) fluence. These data show noticeably different cooling profiles, with the only variation between the measurements being the incident laser fluence. With 1.0 J m\(^{-2}\) fluence, \( G \) was determined to be \( 2.4 \times 10^{16} \text{ W m}^{-3} \text{ K}^{-1} \), yet with a much higher fluence of 15 J m\(^{-2}\) the best-fit value of \( G \) was almost a factor of four larger, \( 8.0 \times 10^{16} \text{ W m}^{-3} \text{ K}^{-1} \). The increased laser fluence causes an increase in electron temperature which creates a subsequent increase in \( G \) predicted by [25]:

\[ G(T_e, T_l) = G_{RT} \left[ A_{ee} B_{ep} (T_e + T_l) + 1 \right], \]

(5)

where \( G_{RT} \) is the room temperature value of \( G \) (experimentally observed in Au, \( G = 2.2 \times 10^{16} \text{ Wm}^{-3} \text{ K}^{-1} \)) [25], and \( A_{ee} \) and \( B_{ep} \) are the electron–electron and electron–phonon scattering coefficients, respectively. The values of these scattering coefficients, \( A_{ee} = 1.2 \times 10^7 \text{ K}^{-2} \text{ s}^{-1} \) and \( B_{ep} = 1.23 \times 10^{11} \text{ K}^{-1} \text{ s}^{-1} \) [26–28], are weakly dependent on temperature in Au [29]. The predicted maximum electron temperature from the TTM associated with the 15 J m\(^{-2}\) incident fluence (along with the experimentally determined value of the e–p coupling factor, \( 8.0 \times 10^{16} \text{ W m}^{-3} \text{ K}^{-1} \), and taking into account the change in optical absorption between the Au/Si and Au/glass samples [24]) is ~2600 K. At this temperature, \( G \) is predicted as \( 2.8 \times 10^{16} \text{ Wm}^{-3} \text{ K}^{-1} \) via Eq. (5), still significantly less than the measured \( G \). Eq. (5) was derived assuming that electron–electron scattering can affect electron–phonon coupling. Other calculations on the temperature dependency of electron–phonon coupling in Au assume that electron–electron scattering may not play a role in \( G \) in the temperature range predicted in this study [30,31]. These works predict a constant \( G \) at temperatures below ~3500 K and then a steep nonlinear increase due to d-band electrons populating the Fermi surface.
at higher temperatures. The increase in $G$ observed from TTR experiments is so large compared to the increase predicted from Eq. (5) assuming electron–electron scattering effects that $G(T_e, T_l)$ calculated via Eq. (5) is essentially constant over the temperature range predicted in this study.

Fig. 3 shows values of $G$ measured on the Au/glass and Au/Si samples as a function of the maximum electron temperature as predicted by the TTM best fit. The data were taken at four different fluences as depicted in the figure. At low temperatures ($\Delta T_e \sim 100$ K), $G$ matches the value measured by previous groups [6,14] and predicted by Eq. (5). At high temperatures, the data indicate that the electrons and phonons are equilibrating at a much faster rate than predicted from Eq. (5). This could be a result of high temperature electrons at the film/substrate boundary loosing energy through electron-boundary scattering, thereby offering another mechanism of energy loss from the electron system.

3. Boundary scattering effects on $G$

By examining the trends between the two data sets in Fig. 3, some boundary scattering influence is qualitatively observed. If the measured value of $G$ was only dependent on temperature, then results for the Au/glass and Au/Si samples would not diverge at high temperatures. However, the differing high temperature trends between the samples indicate that some properties of the boundary (which would differ based on differing properties between Si and SiO$_2$) could be affecting the measurements. The rate in which the $G$ measurements increase with temperature is much greater in the Au/Si sample than the Au/glass sample. This is conceptually intuitive, since a semiconducting substrate like Si would be more apt to transfer energy away from the electron system than an insulting substrate like glass. The higher the electron temperature, the greater the rate of energy transfer between the electron system and substrate through electron-boundary scattering, thereby increasing the apparent electron–phonon coupling factor as determined with TTR technique. These trends were not seen by Hohlfeld et al. who examined Au films at various fluences around the ITT [6]. However, this channel of electron-substrate energy transfer could in fact still be present in their data but the large optical response associated with the interband transition could mask any effects of the free electron gas loosing energy to the underlying substrate [18].

In an attempt to quantify the amount of energy lost from the electron system due to electron boundary scattering, Eq. (3) must be modified to include a term accounting for this transport channel. Assuming that the boundary is the same temperature as the substrate, $T_{sub}$, which during the two picoseconds of nonequilibrium can be treated as constant at ambient assuming a minimal rise in lattice temperature [32], Eq. (3) is modified to take into account substrate energy loss:

$$C_e(T_e) \frac{dT_e}{dt} = -G(T_e - T_i) - \frac{M}{d}(T_e - T_{sub}) + S(t),$$  
(6)

where $M$ represent the amount of energy loss by the electron system to the boundary via electron-boundary scattering. Eqs. (6) and (2) form a Three Temperature Model (3TM). In the case of the Au films in this study, the 3TM was used to examine electron-boundary effects on $G$ in the first few picoseconds of nonequilibrium cooling, therefore phonon–phonon boundary scattering is neglected (which would cause a slight modification to Eq. (2) to account for phonon mediated thermal boundary conductance [33]). In addition, the 20 nm Au film was still considered homogeneously heated and therefore it is assumed that no thermal gradient is induced when electrons loose energy at the rear of the film. This is a valid assumption presuming that the film thickness is less than the electron–electron mean free path.
The 3TM was applied to the TTR data by varying $M$ until the TTR best fit $G$ matched that predicted by Eq. (5). The error associated with the $G$ fit with the 3TM was on the same order as that with the TTM. The measurements associated with low electron temperatures ($F = 1.0 \text{ Jm}^{-2}$) matched the predicted $G$ so energy loss to the substrate was considered negligible ($M = 0$). However, in the higher temperature measurements, $M$ ranged from 0.7 to 1.6 GWm$^{-2}$K$^{-1}$ depending on the substrate and laser fluence. These results are shown in Fig. 4. Examining Fig. 3, these results are rather intuitive, as a higher value of the electron system loses energy achieved by examining the thermal properties of the system. As electron energy loss during nonequilibrium laser heating is experimental data implies. A better quantitative prediction for interface could increase interfacial thermal transport, as the $C_e$...the TTM...associated with the $TTR$ best fit the electron system to the underlying substrate. In this way, $M$ can be treated as an electronic Kapitza conductance. Sergeev derived a relationship between the electronic Kapitza conductance (represented by $\sigma_k^e$ in Sergeev’s work), electron properties, and substrate properties [34,35]. This model predicts a Au/Si Kapitza conductance of $\sigma^e = 30 \text{ MWm}^{-2}\text{K}^{-1}$, assuming the electrons and metal lattice are in thermal equilibrium. The temperature dependence in this calculation is solely based on substrate temperature ($T = 300 \text{ K}$). Since $\sigma_k^e$ was derived using assumptions in calculations of electron–phonon and electron-impurity scattering, these assumptions were valid for the minute differences in electron and substrate temperatures encountered in the applications of his model. This model was applied to experimental results from thermo modulation experiments on solid interfaces with nanosecond decay time constants, therefore, the electrons would be in equilibrium with the film phonons and the temperature drop between the electrons and substrate would be far less than the temperature drop in this current study.

The data and calculations in this work predict electron temperatures in the heated films as much as $\sim3000 \text{ K}$ greater than the substrate temperature. This large nonequilibrium at the interface could increase interfacial thermal transport, as the experimental data implies. A better quantitative prediction for electron energy loss during nonequilibrium laser heating is achieved by examining the thermal properties of the system. As the electron system looses energy via various processes, it relaxes back down to close to room temperature over $\tau_{ep}$. The time it takes for these electrons to relax is related to $G_{\text{measured}}$ in the TTR experiments, and since the electron temperature is so elevated, $\tau_{ep}$ is a function of both $C_e$ and the lattice heat capacity, $C_l$ [13]. Considering that during this time electrons are loosing energy to the lattice in addition to other processes (such as electron-boundary scattering), $G_{\text{calc}}$ (predicted by Eq. (5)) can be subtracted from the predicted total amount of energy lost by the electron system to determine the energy lost per unit volume per unit time by the electron system to processes other than electron–phonon coupling. Assuming that this volumetric heat transfer is homogeneous through the film thickness, the energy loss can be projected to the interface and the energy lost to processes other than electron–phonon coupling can be calculated from:

$$M = d \left[ \gamma \left( T_{\text{max}}^2 - 300^2 \right) \left( \gamma T_{\text{max}} + C_l \right) G_{\text{measured}} - G_{\text{calc}} \right] \left( \frac{1}{\gamma T_{\text{max}} C_l} \left( T_{\text{max}} - 300 \right) \right)^{\frac{1}{2}}$$

Eq. (7) estimates the energy loss from the electron system at the maximum electron temperature. Consider the Au/Si high fluence case where Eqs. (3) and (2) predict an electron temperature of $3440 \text{ K}$ and $\gamma T_e = 214.2 \text{ kJm}^{-3}\text{K}^{-1}$, $C_l = 2.5 \text{ MJm}^{-3}\text{K}^{-1}$, $G_{\text{measured}} = 1.13 \times 10^{17}$, and $G_{\text{calc}} = 3 \times 10^{16} \text{ Wm}^{-3}\text{K}^{-1}$. This calculation yields $M = 1.97 \text{ GWm}^{-2}\text{K}^{-1}$, which is in close agreement with the 1.6 GWm$^{-2}$K$^{-1}$ rate of electron-substrate energy loss deduced from the 3TM. Fig. 5 shows the predicted $M$ from Eq. (7) using $G_{\text{measured}}$ and $T_{\text{max}}$ predicted from the TTM best fit along with $M$ deduced from the TTR experiments and the 3TM. The agreement between Eq. (7) and the value deduced from measurements leads to promising conclusions that an increase in $G_{\text{measured}}$ beyond what is predicted from Eq. (5) could be a result of high temperature electrons loosing energy to the substrate. In the low temperature case, where $G_{\text{measured}} = G_{\text{calc}}$ using the 3TM with $M = 0$, Eq. (7) still predicts a relatively small amount of energy transfer out of the electron system via non e–p scattering processes. The value predicted from $M$ in these low temperature cases when the

Fig. 5. Deduced $M$ from TTR experiments using the 3TM compared to the calculated $M$ using Eq. (7) and results using the TTM. Close agreement is shown between the high temperature data and calculations. In addition, at low electron temperatures when $G$ measured with the TTM matched $G_{\text{calc}}$ from Eqs. (5) to (7) predicts the rate of non e–p scattering energy transfer from the electron system to be close to that predicted from calculations for electron Kapitza conductance [34,35].

\[1]\text{The amount of energy lost by the electron system can be estimated by} \ C_e(T_e)(T_{\text{max}} - 300) = \gamma T_{\text{max}}^2 - \gamma 300^2.\]
electron–phonon nonequilibrium is relatively small and within an order of magnitude as the predicted electronic Kapitza conductance from Sergeev’s model assuming the electrons and phonons in the metal film are in thermal equilibrium. This indicates that although e–p scattering dominates at room temperature, other transport channels such as electron-boundary scattering could still be occurring with minimal effect on electron system energy loss. However, at much higher electron temperatures \((T_e \gg T_{\text{room}})\), electron-boundary scattering could play a significant role in energy transfer from the electron system.

5. Conclusion

In Au films with thicknesses on the order of the thermal penetration depth, nonequilibrium between the electrons in the metallic film and phonons at the metal/substrate boundary could lead to TTR measurements that are affected by electron energy loss to both the phonons in the metal film and those in the underlying substrate. A three temperature model was introduced to account for electron energy loss to the substrate. Using this model the electron–phonon coupling factor was measured and the excess energy loss from the electron system was observed for 20 nm Au films on glass and Si substrates. These values deduced from measurements agreed well with values calculated from simple energy transfer calculations, indicating that at high electron temperatures, electron–phonon energy transfer is not the only means of electron energy loss during the first few picoseconds after ultrashort pulsed laser heating.
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